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Abstract— this paper proposes building a dataset to be used in evaluation of Intrusion Detection Systems 
(IDS). We collected traffic in a real wireless network, processed such data and then evaluated IDS 
classification techniques with our processed data. Actually, we built a dataset to assess classification and 
pattern recognition standards. The outcome confirms that the built dataset may be deployed satisfactorily in 
evaluations IDS in wireless scenarios. 

Keywords — Wireless LAN, Intrusion Detection, Dataset. 
 

 

1 Introduction 
People are getting used to technological gadgets 

such as smart phones and tablets with Internet access. 
Most of these devices are equipped with wireless 
capabilities based on the IEEE 802.11 standard. 
Using such wireless networks, users are usually able 
to get Internet access much cheaper than they would 
by using cell phone networks. 

The ever increasing number of users carrying on 
financial transactions through the Internet to either 
access bank systems or conduct online shopping has 
attract bad guys attention toward attacking the global 
network. 

In Brazil, the Center for Studies, response and 
handling of security incidents (CERT.br) registered 
352,925 cases of security incidents in 2013. This 
represents a reduction of 24% compared to the 
previous year [1]. Figure 1 shows that from 1999 to 
2014 the number of registered incidents has increased 
significantly, despite drops in a few years in between.  

These security problems include many sort of 
incidents, like fraud attempts and brute force attacks 
on both SSH and content servers.  

Confidentiality, integrity and availability are 
essential features for information security. Any action 
that compromise such features in a given system is 
called intrusion. The Intrusion Detection System 

(IDS) must be able to identify bad actions inside the 
network without impacting the normal system 
operation. Like antivirus and firewall, an IDS is a 
security tool toward strengthening the information 
security in communication systems [2]. 

 

 

Fig. 1. Statistic Incidents Reported to CERT.br 

 
Depending on the approach used to detect 

suspicious activities, the IDS may be classified in two 
categories: anomaly-based detection and signature-
based detection. The former keeps track of the 
activities in the network to detect effective deviation 
from a considered normal behavior. The latter consist 
of searching known attack profiles.      

Total incidents reported to CERT.br 

WSEAS TRANSACTIONS on COMMUNICATIONS

Ed’ Wilson Tavares Ferreira, Ailton Akira Shinoda, 
Ruy De Oliveira, Valtemir Emerencio Nascimento, 

Nelcileno Virgílio De Souza Araújo

E-ISSN: 2224-2864 113 Volume 14, 2015



Comparing these both categories, one can say that 
a disadvantage of the anomaly-based approach is the 
high number of false positive alarms, and that the 
signature-base one demands prior knowledge of the 
attacks profiles. Concerning the advantages, the 
former approach is able to detect unknown attacks, 
and the latter is a low computing-intensive method.  

IDS are used to monitor, evaluate and inform 
security violations that may be intentional or not. 
Yet, detection and prevention techniques do not 
advance in the same pace, which makes it difficult to 
bring them together. This arises confusion in 
understanding the detection methodologies in recent 
systems [3].   

Wireless networks are susceptive to various types 
of attacks. Because of that, several extensions have 
been proposed to IEEE 802.11, aiming at reducing or 
eliminating such deficiencies [4]. And distinct 
approaches have been proposed to IDS [4]–[6]. 
Nonetheless, as there are many diverse possibilities 
for the sort of topology, number of users and kind of 
interferences in the wireless signal, it is not trivial to 
compare the existing IDS mechanisms. 

In order to compare IDS, one can use either a 
dataset, built from data captured from a given 
network, or data coming from simulations. When a 
dataset is used in the evaluation it plays a key role in 
the validation of the methodology employed in the 
proposed IDS. A set of data with high quality allows 
us to assess the proposed ISD approach and its 
efficiency in the evaluated scenario. However, due to 
a lack of proper dataset, a great part of the researches 
on intrusion detection makes use of simulation data 
[7]. 

The various techniques developed in recent years 
have evolved substantially, leading typical IDS to 
reach high detection rates, up to 98%, with false 
positive rates as low as 1%. On the other hand, it has 
been hard to compare these new techniques, as stated 
in [8]. 

To compare the several existing IDS approaches, 
it is important to employ the same scenario for all 
evaluations. Nevertheless, this is not trivial as factors 
like user profiles, network topology, channel 
interference, obstacles, number of users, among 
others are really difficult to reproduce. Simulation 
might be an option [9], but it is only an 
approximation of the real scenario, as approached in 
[10], [11], thereby complicating the comparisons. 

This paper proposes a dataset, generated by 
collecting data in a real wireless network, to be used 
for comparing wireless based IDS approaches. The 
key idea is to provide a methodology for doing this 
comparison in an as much accurate manner as 
possible. 

The remainder of this paper is organized as 
follows. Section II discusses the main related work. 
Section III explains the methodology used in building 
the proposed dataset. In section IV, the dataset 
evaluation scenario is presented. Section VI shows 
the effectiveness of the dataset. And section VII 
brings the concluding remarks and potential future 
work. 

2 Related Work 
This section presents key related work in terms of 

construction and validation of datasets, as well as 
those related to detection systems for wireless 
networks.   

Most existing intrusion detection approaches has 
been developed for wired networks, and these 
approaches uses several classifying mechanisms such 
as neural artificial networks [12]–[14], clustering 
[15]–[17] and genetic algorithms [18]–[20]. 

A hybrid approach in [6] makes use of 
information from MAC layer and upper layers to 
intrusion detection in wireless networks. This 
approach is used in the feature selection process. For 
this, the authors used the information gain measure 
and the well-known k-means classifier. They also 
used neural networks, based on the MLP (multilayer 
perceptron) in the IDS learning and test processes. 
The proposed system was projected to reduce the 
number of features needed for the correct IDS 
operation in a wireless environment.  

Similarly, the work in [4] also uses the feature 
selection for IDS in wireless networks. The purpose 
in their work was also to create a self-learning 
mechanism to diminish the number of features 
needed for the correct IDS operation in a wireless 
environment. They used clustering through k-means, 
and for the detection they used neural artificial 
networks. 

In a previous work [21], we proposed creating a 
hybrid IDS, in which we first conducted the feature 
selection and then the intrusion detection. For both 
mechanisms we used the Kappa-Fuzzy ARTMAP 
approach. Even though the evaluation results were 
good, the dataset in place had been collected in a 
wired network. 

3 Methodology in Creating the 
dataset 

The dataset was built with real data collected from 
the network traffic. As a result, the data represent 
properly typical wireless users behavior, that in this 
case were students and staff of the institution utilized 
in this experiment.  
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Aiming at improving IDS tests possibilities; we 
used two distinct scenarios, each one with its own 
configuration and topology, i.e, one represents a 
typical domestic application and the other, a little bit 
more complex, represents a corporative environment. 
For each of these scenarios, we got a dataset.  

3.1 Scenario 1 – Dataset creation with 
WEP/WPA criptography 

Even though WEP is an outdated protocol, due to 
mainly its security vulnerabilities, there are still a lot 
of networks using WEP [22]. Because of that, we 
decided to use this encryption protocol in the 
comparisons we conducted in evaluation different 
IDS techniques.   

The topology for scenario 1 is shown in Fig. 2. It 
is a simple topology that represents typical domestic 
environments.  

For creating the dataset, we made use of different 
forms of Denial of Service (DoS) attacks. Generally 
we worked with popular DoS attacks, and so even 
non expert people, using widely available tools, may 
perpetrate such disturbs. This sort of attack exploits 
vulnerabilities in the management frames to render 
the IEEE 802.11 services, using pre-RSN (Robust 
Security Network), unavailable.  

In order to generate the ChopChop, 
Deauthentication, fragmentation and duration forms 
of attack, we used the Airplay [23] application in 
station 1. To collect the data we used the Wireshark 
[24] application in station 2, and the normal (without 
attack) data were generate by station 3 using 
applications based both HTTP and HTTPS protocols.  

 

Internet

Station	
  1 Station	
  3

Station	
  2

Access	
  Point

Switch

 

Fig. 2. Topology applied in WLAN scenario 1 

The ChopChop attack was first implemented in C 
programming language, in 2004. This kind of attack 
can decrypt a WEP frame regardless of the 

unavailability of the cryptography keys. For that, this 
algorithm works with exclusive OR logic operations, 
used in both the RC4 protocol and the CRC32 
algorithm, for computing the Integrity Check Value 
(ICV), as presented in [22]. 

The deauthentication attack takes place when the 
attacker broadcasts false frames, whose address is 
“FF: FF: FF: FF: FF: FF”, in the network. A given 
station receiving such a frame gets disconnected from 
the network. This process is then repeated 
continuously [22]. 

In the fragmentation attack, the intruder sends a 
frame as a successive set of fragments. The access 
point will assemble them into a new frame and send 
it back to the wireless network. Since the attacker 
knows the clear text of the frame, he can recover the 
key stream used to encrypt the frame. This process is 
repeated until he/she gets a 1,500 byte long key 
stream. The attacker can use the key stream to 
encrypt new frames or decrypt a frame that uses the 
same three byte initialization vector IV [25]. 

And the duration attack exploits vulnerabilities of 
the Carrier Sense Multiple Access/Collision 
Avoidance (CSMA/CA) algorithm, in which the 
compromised station reserves a communication 
channel for a given timeframe. In order to capture the 
channel for long periods of time, the attacker injects 
frames with a large reservation time parameter into 
the network (large value for the NAV parameter). 
This prevents the other stations from using the 
network during such intervals. Like the previous type 
of attack, the intrusion is continuous by the attacking 
station sending new reservation frames before the 
expiration of the previously sent frame [22]. 

Concerning the preparation of the collected data 
to be useful in evaluating IDS, after the collection of 
the raw data, a pre-processing operation was 
performed. The resulting dataset contains the 
following fields: protocol version, type, subtype, to 
DS, from DS, more fragment, retry, power 
management, more data, WEP, order, duration, 
address1, address2, address 3 and sequence control.   

Similarly to what was carried out in [25], we 
worked only with samples of the whole data set 
collected. This allows for this approach to be useful 
in situations where computational resources are 
limited. The exact number of samples we used are 
shown in Table 1. 

3.2 Scenario 2 - Dataset creation with 
WPA2 criptography  

In the WPA cryptography, the IEEE 802.1x [26] 
authentication mechanism permits secure users 
association into the network. This is the sort of 
cryptography commonly used in enterprise networks, 
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as illustrated in Fig. 3. We have here a more complex 
scenario, in comparison with the previous one, that 
was implemented in the campus of our educational 
institution. 

 

Table 1 – Distribution of the sampled dataset for 
scenario 1 

Type Training Validation Test 

Normal 6000 4000 5000 

ChopChop 900 600 800 

Deautenticação 900 600 800 

Duration 900 600 800 

Fragmentation 900 600 800 

Total Samples 9600 6400 8200 

Source: Adapted from [25] 

 

The real implementation contains severals 
wireless stations, two access point (AP) and a 
RADIUS authentication server. Three stations (client 
1, client 2 and client 3) were used to generate normal 
traffic, based on HTTP and HTTPS web applications. 
Another station with Airplay [23] was in charge of 
generation the attacks. Yet a fourth station was 
configured with Wireshark [24] to capture the whole 
traffic in the network. 
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Fig. 3. Topology WLAN applied in generating the 
data set with WPA2 enabled 

The attacks deployed in this scenario are common 
in wireless networks: deauthentication, fake 
authentication, fake AP and synflooding. The first 
attack is identical to the one generated in the scenario 
1. The fake authentication occurs when faked frames 
are injected into the network aiming at including a 
station that is not a legitimate client of the network. 

This is done by first capturing frames that contain 
Initialization Vectors. The fake AP attack establish 
an access point that is not legitimate in the network, 
and lastly the synflooding attack aims at generating a 
large amount of frames into the network to block the 
network devices that are not prepared to handle such 
an overload 

As was done in scenario 1, the data were collected 
and pre-processed, toward the dataset, with the 
following MAC layer fields: protocol version, type, 
subtype, to DS, from DS, more fragment, retry, power 
management, more data, WEP, order, duration, 
address1, address2, address3 and sequence control. 

The collected data were organized on the basis of 
the holdout approach proposed in [27]. Specifically, 
we divided the data in 75% and 25% for training and 
testing data set, respectively, as illustrated in Table 2.   

 

Table 2 – Distribution of the sampled dataset for 
scenario 2 

Type Training Test 

Normal 4500 1500 

Deauthentication 750 250 

Fake authentication 750 250 

Fake AP  750 250 

Synflooding 750 250 

Total samples 7500 2500 

 

4 Dataset evaluation 
The dataset was evaluated by using well-known 

classification techniques found in the IDSs compared 
here. In the comparisons, the following parameters 
were used: the error parameter, during the training 
phase, the percentage of classification, during the 
evaluation itself and the Kappa coefficient, as 
explained later.  

The Mean Absolute Error (MAE) is defined as the 
average of the difference between and computed and 
measured results. The closer to zero the better the 
classification is. On the other hand, the Root Mean 
Square Error (RMSE) is computed as the average of 
the error square root. A minimum MAE does not 
imply necessarily in a minimal variation. Thus, it is 
more effective to use both MAE and RMSE in the 
evaluations [28].  
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Both parameters MAE and RMSE provide a 
simple way to quantify the effectiveness of the 
classifiers used here in the evaluation of our proposed 
dataset. They are, however, incipient and so more 
advanced metrics are encouraged.  

 Regarding the Kappa coefficient, it was initially 
used by observers in the psychology field as an 
induced agreement metric [29]. This metric gives us 
the degree of acceptance or of agreement responses 
among a group of judges. Equation 1 provides us 
with the Kappa outcome, once we have the observed 
agreement (Po) and the agreement by chance (Pa). 

An outcome of k=1 means the classification was 
correct, while k=0 indicates the classification was 
totally by chance. Therefore, results close to one are 
associated to the best classifiers.  

𝑘 =
𝑃𝑜 − 𝑃𝑎
1 − 𝑃𝑎

 
(1) 

 The dataset evaluation relied on the following 
classifiers: Bayesian networks, decision tables, IBk 
J48, MLP and NaiveBayes. The main criteria used 
here was the popularity of such classifiers. 

The Bayesian networks have been used in many 
approaches for IDS, such as [2]. These networks are 
directed acyclic graphics for representing a 
probability distribution on a set of random variables. 
Each vertex represents as random variable and each 
node represents a correlation among the variables 
[30]. 

The decision table classifier works as follows. It 
represents a set of conditions needed to determine the 
occurrence of a group of actions by means of a table 
format [31]. This technique has also been used in IDS 
approaches [32].  

The IBk algorithm refers to a way of 
implementing the kNN (k-nearest neighbor) 
clustering method, which is used for classification 
and regression toward finding the closest neighbors 
of a given instance. In the IBk, three neighbors, the 
ones closest to the search standard neighbors, are 
used. This is a relatively simple technique that has 
been used in IDS approaches as well [33]. 

The J48 algorithm relies on decision tree 
classifications. By this technique, the classification of 
a new item depends on the prior creation of a 
decision tree which uses attributes obtained from the 
training data. By computing the information gain of 
each of these attributes, J48 can optimize 
classification mechanisms in IDS [34].  

The MLP is an artificial neural network that maps 
input parameters to proper outputs. It consists of 
many layers of nodes in a directed graphic. Several 
IDS approaches have used MLP [12].  

Finally, the NaiveBayes classifier refers to a 
probabilistic algorithm based on the Bayes theorem 
with independence hypothesis among the predictors. 
This is a relatively simple to implement algorithm, as 
it does not need complex iterative parameters. Thus, 
NaiveBayes is also useful in evaluating IDS 
approaches [35]. 

We used here the Weka [36] tool to evaluate the 
above mentioned classifiers. For this, we used the 
dataset we had collected and sampled to input the 
classifiers. As this tool has been used successfully in 
diverse researches, it was used “as is”, without any 
specific improvement.  

The results for the mean errors (absolute and 
quadratic), computed for both of our datasets, during 
the classifiers training, are shown in Fig. 4 and Fig. 5, 
respectively. As the errors were relatively low in both 
cases, we can deduce that the chosen classifiers 
worked well with the dataset.  

Table 3 and 4 present the simulation outcome, 
after the training phase, for both scenarios. The 
results for the Correctly Classified Instances are 
acceptable, in spite of being slightly lower than the 
results found in the literature. This an expected result, 
as we focused here in evaluating our proposed 
dataset, and so no classifier customization was 
conducted. 

 

  

Fig. 4. Errors in the training phase – Scenario 1 
(WEP e WPA) 

 

The dataset evaluation represents an important 
phase of this research, as it allows us to verify the 
proper response of the classification algorithm 
commonly used in IDS. The results here did not show 
any significant discrepancies whatsoever.   
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Fig. 5. Errors in the training phase – Scenario 2 
(WPA2) 

 

Table 3 – Results for the testing phase of the data set 
– Scenario 1 (WEP and WPA) 

Algorithm 

Correctly 
Classified 
Instances 
(%) 

Incorrectly 
Classified 
Instances 
(%) 

Kappa 
Coefficient 

Bayes 
Network 82,0610 17,9390 0,6485 
Decision 
Tree 76,3415 23,6585 0,4955 
IBk 80,7317 19,2683 0,6390 
J48 78,5610 21,4390 0,5906 
MLP 81,6463 18,3537 0,6497 
NaiveBayes 77,3780 22,6220 0,5860 

 

Table 4 – Results for the testing phase of the data set 
– Scenario 2 (WPA2) 

Algorithm 

Correctly 
Classified 
Instances 
(%) 

Incorrectly 
Classified 
Instances 
(%) 

Kappa 
Coefficient 

Bayes 
Network 85,8133 14,1867 0,7819 
Decision 
Tree 92,8533 7,1467 0,8778 
IBk 92,9067 7,0933 0,8787 
J48 92,8533 7,1467 0,8778 
MLP 92,4267 7,5733 0,8710 
NaiveBayes 66,3333 33,6667 0,5094 
 

5 Results Discussions  
The usage of common classification techniques 

provided good results. The medium errors, computed 
in the training phase, as illustrated in Fig. 4 and Fig. 

5, are relatively low. In addition, the absolute 
medium error and the mean square error followed the 
same trend, which confirms the realistic behavior of 
the data in the collected dataset.  

Tables III and IV show that there was no 
meaningful difference among all obtained results. It 
is possible to see, however, that the results for the 
Kappa Coefficient, in scenario 1 (WP/WPA), was the 
best. Similarly, in scenario 2 (WPA2) the 1Bk 
classifier performed the best.  

We stress that neither customization for the 
parameters used in these classifiers implementations, 
nor optimization of procedures were conducted. The 
reason for that is simply to avoid that such 
procedures could improperly change the results. 

6 Conclusions and future work 
The results show that the proposed dataset is 

viable in evaluating diverse IDS techniques. Even 
though it is a labeled dataset, in which every registry 
is identified as being either normal or of a given sort 
of attack, the dataset is very valuable since it is 
collected in a real wireless network.  

The low errors found in the training phase of the 
classifiers algorithm confirmed both that the 
classifiers were properly chosen and that the 
collected dataset is efficient as far as its purposed is 
concerned.  

Likewise, the results for the Kappa Coefficient 
followed the same trend concerning the data 
classified as correct or incorrect, and this confirms 
the integrity of the generated data.  

As future work, we intend to build a third dataset 
collected out of a wireless network based on the 
802.111w standard. This will allow for evaluations of 
all available scenarios for such a network model. 
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